Probabilistically Guaranteed Path Planning for Safe Urban Air Mobility Using Chance Constrained RRT
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Flying safety is a critical concern for the successful operation of urban air mobility. This paper proposes a novel path planning algorithm based on the Rapidly-exploring Random Tree Star (RRT*) in conjunction with chance constrained formulation to handle uncertain environmental obstacles. Chance constrained formulation for uncertain obstacles under Gaussian noise is developed by converting the probabilistic constraints into deterministic constraints equivalently. The probabilistically feasible region at every time step can be established through the simulation of the system state and the evaluation of probabilistic constraints. By combining chance constrained formulation with RRT* algorithm, our proposed strategy not only enjoys the benefits of sampling-based algorithms but also incorporates uncertainty into the formulation. Simulation results demonstrate that the proposed algorithm can generate probabilistically guaranteed collision-free paths for urban air mobility operations.

I. Introduction

The air traffic transportation system around metropolitan areas is becoming more congested with rapid growth of traffic demand [1], [2], urban air mobility (UAM) is now increasingly drawing great attention to serve as a safe and efficient alternative [3]. However, there are still many challenges which remain to be explored. One critical concern is that various uncertainties may be present in urban scenarios, such as location uncertainties due to various disturbances of the position service (e.g. GPS), which may highly increase the chance of infeasibility for urban operations based on the current collision avoidance system. Alternatively, it is expected that a probabilistically guaranteed feasible path can be identified under a given risk level of collision for the vehicle subject to distinct forms of uncertainty instead. Lower risk often leads to higher computational intensity and longer planning time and trajectories. Therefore, it is important to achieve a balance between the planning conservatism and the risk of infeasibility entailed by collision.

Several different forms of uncertainty are found in common path planning scenarios involving collision avoidance [4]–[6]. One named model uncertainty is derived from the vehicle itself. Another one is derived from the sensing uncertainty of environmental obstacles that need to be evaded by the vehicle. Prentice et al. considered a linear system subject to Gaussian process noise to achieve the desired probability of feasibility [7]. Pepy et al. sought guaranteed feasibility for a nonlinear system subject to bounded state uncertainty of the model [8]. In addition to model uncertainty, many existing works have also focused on the environmental sensing uncertainty. Luders et al. studied probabilistic robustness to both process noise and uncertain dynamic obstacles following deterministic trajectories [9], [10]. Aoude et al. discussed the path planning for autonomous robots operating amidst dynamic obstacles with uncertain motion patterns [11]. However, all the works above treated model uncertainty and environmental sensing uncertainty separately. As a comparison, a concept of relative uncertainty is introduced in this paper, which can reduce different forms of uncertainty to one common uncertainty through a transformation.
One way to model uncertainty while planning trajectories is through chance constraints, a probabilistic bound for collision with obstacles which means that the probability of constraint violation doesn’t exceed a prescribed value [12]. The chance constrained formulation proposed by Blackmore et al. assumes that all the obstacles have known, static locations [13], [14]. Some extensions based on Blackmore’s work have been further explored to extend the chance constrained optimization framework to consider other kinds of uncertainty, such as collision avoidance between uncertain agents [15]. Luders et al. incorporated within the formulation of the uncertainty combining system state distribution and location of dynamic obstacles [9]. However, those formulations only work for convex polygon obstacles, which are often very conservative. In contrast, we propose an exact chance constraints formulation applying to both model and environmental uncertainties, which is more generic and accurate than existing ones [16].

Rapidly-exploring Random Tree (RRT), an incremental sampling-based algorithm first proposed by LaValle, is intended for path planning problems that involve obstacles and differential constraints [4], [17]. Compared with traditional motion planning algorithms, like potential field method, mixed-integer linear program, the neural network method, etc., the RRT algorithm is able to implement collision checking for widespread sampling points in the state space without accurate modeling. RRT algorithm can be regarded as a component incorporated into the development of a variety of different planning algorithms. The path planned by RRT will not necessarily be optimal. Some improvements have also been made based on the variations of the original RRT algorithm [18], [19]. RRT*, popularized by Karaman and Frazzoli, is an optimized modified algorithm that aims to achieve a shortest path, whether by distance or other metrics. It guarantees the asymptotic optimality while maintaining a tree structure like the standard RRT algorithm [20]. However, those algorithms don’t consider the chance constraints within its formulation, leading to the fact that it cannot be used to deal with uncertain obstacles directly. In this paper, by incorporating chance constraints establishment into the RRT* formulation, the proposed method not only inherits the computational advantage of sampling-based algorithms, but also guarantees probabilistic feasibility for the planned trajectory at every time step.

The remainder of this article is organized as follows. In section II, the statement of the problem explored in this paper is established. In section III, the chance constrained formulation which allows for both model and environmental uncertainty is fully discussed. In section IV, the chance constrained formulation is incorporated into the RRT* algorithm, and in turn the chance constrained RRT* algorithm is presented. In section V, the feasibility of the proposed algorithm is verified through numerical simulation. Finally, we conclude this article in section VI.

II. Problem Statement

Consider a linear time invariant system which is described as

\[ x_{t+1} = Ax_t + Bu_t + \omega_t \]

\[ \omega_t \sim N(\mu_{t0}, \Sigma_0) \]  \hspace{1cm} (1)

where \( x_t \in \mathbb{R}^{n_x} \) represents the system state vector, \( u_t \in \mathbb{R}^{n_u} \) represents the system input vector and \( \omega_t \in \mathbb{R}^{n_x} \) represents a disturbance acting on the system. Also, \( N(\mu_{t0}, \Sigma_0) \) represents a Gaussian distribution with a time-varying expectation \( \mu_{t0} \) and covariance \( \Sigma_0 \). The system itself is subject to model uncertainty that is posed by the noise \( \omega_t \).

It is assumed that there are some constraints acting on the system, which take the following form

\[ x_t \in \neg X_t \equiv \neg (\bigcup_{i=1}^{B} X_{ti}) \quad \forall t \quad i = 1, \cdots, B \]  \hspace{1cm} (2)

where the operator \( \neg \) denotes the operation of set complement. \( B \) denotes the number of uncertain environmental obstacles. \( X_{ti} \) denotes the possible region of an obstacle \( i \) at time step \( t \), entailed by the location uncertainty of the obstacle. Note that the time dependence of \( X_t \) allows for either static or dynamic environmental obstacles included in our discussion.

The possible region of an obstacle \( i \) at time step \( t \) under the assumption of Gaussian distribution can be described as

\[ X_{ti} = X_{range}^{ti} + c_{ti} \quad \forall t \quad i = 1, \cdots, B \]

\[ c_{ti} \sim N(\mu_{ti}, \Sigma_t) \]  \hspace{1cm} (3)

where the operator ‘+’ denotes the operation of set translation. \( X_{range}^{ti} \) represents a safe range which depends on the velocity of each obstacle [21]. For simplicity, we can assume that the safe ranges in this article are all identical, that is, \( \forall t, i \quad X_{range}^{ti} = X_{range} \). The time-dependent random variable vector \( c_{ti} \) represents the center position of the \( i \)th obstacle.
at time step $t$. It obeys a Gaussian distribution $c_{ti} \sim N(\mu_{ti}, \Sigma_{ti})$ with time-varying expectation $\mu_{ti}$. All $c_{ti}$ are assumed to be independent. Please note that for a dynamic obstacle whose center follows a known trajectory, the center location $c_{ti} \sim N(\mu_{ti}, \Sigma_{ti})$. For a static obstacle whose center keeps static, $c_{ti} \sim N(\mu_{ti}, \Sigma_{ti})$ is reduced to $c_{i} \sim N(\mu_{i}, \Sigma_{i})$.

The primary objective of the motion planning problem presented in this paper is to find a feasible path for an unmanned aerial vehicle (UAV) starting from the initial state to the goal domain $X_{\text{goal}} \subseteq \mathbb{R}^{n*}$ within minimum time. That is, to realize

$$
\lim_{t \to t_{\text{goal}}} x_t \in X_{\text{goal}}
$$

while guaranteeing all the obstacle avoidance requirements are satisfied at each time step $t \in \{0, \ldots, t_{\text{goal}}\}$ with probability of at least $p_{\text{safe}}$.

### III. Chance Constraints under Gaussian Uncertainty

In this section, a risk domain $\mathcal{D}_{ti}$ at a given risk level $\alpha$ can be captured through transforming the possible region $X_{ti}$ presented in last section into deterministic ones equivalently. It can be utilized to ensure that the probability of collision with any obstacles for a given time step is less than a risk bound. In doing so, the uncertainty of obstacles found in common path planning scenarios is able to be incorporated within the chance constrained formulation. Furthermore, model uncertainty attributed to the vehicle itself can also be reduced to a common form of uncertainty within our chance constraints formulation through the introduction of the notion of relative uncertainty.

Each obstacle is assumed to be distributed as a two dimensional Gaussian distribution. In other words, the location of each obstacle is represented through a random vector $X = (x, y)^T$, whose probability distribution is Gaussian with certain expectation and covariance values. The probability density function (PDF) of $X$ is defined as [22],

$$
f(X) = \frac{1}{(2\pi)^{1/2} |\Sigma|^{1/2}} \exp\left[-\frac{1}{2} (X - \mu)^T \Sigma^{-1} (X - \mu)\right]
$$

where

$$
X = (x, y)^T, \text{ a random vector with two random variables as components}
$$

$$
\mu = (\mu_1, \mu_2)^T, \text{ a vector which denotes the expectation values of two random variables respectively}
$$

$$
\Sigma = \begin{bmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} & \sigma_{22} \end{bmatrix}, \text{ a symmetric positive definite matrix termed the covariance matrix. Note that the elements }\sigma_{11} \text{ and }\sigma_{22} \text{ represent the variances of two variables respectively, while }\sigma_{12} \text{ or }\sigma_{21} \text{ represents the correlation coefficients between those two variables. Moreover, if }\sigma_{12} > 0, \text{ the random variables }x \text{ and }y \text{ are positively correlated; if }\sigma_{12} < 0, \text{ they are negatively correlated; otherwise, they are definitely not correlated.}
$$

Assume that $X$ is a random variable vector with the size of $2 \times 1$, which obeys a 2-dimensional Gaussian distribution $N(\mu, \Sigma)$. As $X \sim N(\mu, \Sigma)$, then we have $(X - \mu) \sim N(0, \Sigma)$. Thus, $T^2 = (X - \mu)^T \Sigma^{-1} (X - \mu) \sim \chi^2_2$, where $T^2$ is a random scalar and $\chi^2_2$ stands for a chi-squared distribution with 2 degrees of freedom [23].

The cumulative distribution function (CDF) of $\chi^2_2$ is

$$
F(x, 2) = \frac{\gamma(1, \frac{x}{2})}{\Gamma(1)} = P\left(1, \frac{x}{2}\right)
$$

where $P(1, \frac{x}{2})$ is the regularized gamma function. This CDF has a simple form

$$
F(x) = 1 - e^{-\frac{x}{2}}
$$

Because $F(x) : R^+ \to [0, 1]$ is a bijective mapping, we can find the inverse mapping for $F(x)$, which is defined as $F^{-1}(1 - \alpha) : [0, 1) \to R^+$. The expression of the inverse mapping in terms of risk level $\alpha$ is $\chi^2$ value $= -2 \ln(\alpha)$.

Given any risk level $\alpha$, we can find a $\chi^2$ value $F^{-1}(1 - \alpha)$ such that $P(T^2 > F^{-1}(1 - \alpha)) = \alpha$. Therefore, $T^2 = (X - \mu)^T \Sigma^{-1} (X - \mu) = F^{-1}(1 - \alpha)$ forms the boundary of the risk domain $X_{ti}$, which is derived from the Gaussian distribution of $X$ at risk level $\alpha$.

Recall that the expression $T^2 = (X - \mu)^T \Sigma^{-1} (X - \mu)$ is a so-called quadratic form discussed in Linear Algebra [24]. Thus we have $X \sim N(\mu, \Sigma)$. Thus, $T^2 = (X - \mu)^T \Sigma^{-1} (X - \mu) = F^{-1}(1 - \alpha)$ can be geometrically interpreted as a circle or an ellipse, dependent on the given values of expectation $\mu$ and covariance $\Sigma$.  
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Therefore, the chance constraint for the vehicle attributed to a single uncertainty obstacle \(i\) at time step \(t\) is a quadratic inequality. Thus,

\[
\Pr(\text{collision}) 
\leq \Pr((X - \mu)^T \Sigma^{-1}(X - \mu) > F^{-1}(1 - \alpha)) \leq \alpha
\]

(8)

That is to say, given a risk level \(\alpha\) which denotes the probability bound that the vehicle doesn’t collide with any obstacle \(i\) at any time step \(t\), we can transform the probabilistic region \(X_i\) discussed in last section into a deterministic risk domain, which is geometrically represented as a circle or an ellipse.

For multiple obstacles, our objective is to ensure that the probability of collision with any obstacle \(i\) doesn’t exceed a threshold value \(\Delta\). Those \(B\) Gaussian distributed obstacles are represented through the quadratic inequalities

\[
\forall \left( (x_i - \mu_i)^T \Sigma_i^{-1} (x_i - \mu_i) \leq F^{-1}(1 - \alpha) \right)
\]

\[i = 1, \ldots, B\]

(9)

To avoid all the obstacles at each time step, the system must satisfy \(B\) quadratic inequalities at the same time

\[
\land \left( (x_i - \mu_i)^T \Sigma_i^{-1} (x_i - \mu_i) > F^{-1}(1 - \alpha) \right)
\]

\[i = 1, \ldots, B\]

(10)

Consider the problem of avoiding the \(i\)th obstacle on the \(r\)th time step. To avoid the obstacles with a risk probability less than \(\alpha\), it is necessary to not satisfy any one of the quadratic inequalities given in eq. (9). Conversely, any violation of the quadratic inequalities inequalities given in eq. (10) will lead to the failure of collision avoidance. In fact, it is the case that

\[
\Pr(\text{collision}) = \Pr(\land \left( (x_i - \mu_i)^T \Sigma_i^{-1} (x_i - \mu_i) \leq F^{-1}(1 - \alpha) \right)) = \sum_{i=1}^{B} \Pr(\land \left( (x_i - \mu_i)^T \Sigma_i^{-1} (x_i - \mu_i) \leq F^{-1}(1 - \alpha) \right)) - \Pr(\lor \left( (x_i - \mu_i)^T \Sigma_i^{-1} (x_i - \mu_i) \leq F^{-1}(1 - \alpha) \right)) \leq \sum_{i=1}^{B} \Pr(\land \left( (x_i - \mu_i)^T \Sigma_i^{-1} (x_i - \mu_i) \leq F^{-1}(1 - \alpha) \right)) i = 1, \ldots, B
\]

(11)

To ensure that the probability of collision is less than \(\alpha\), it is only required to show that the significance level of the Gaussian distribution is satisfied with

\[
\Pr(\text{collision}) \leq \sum_{i=1}^{B} \Pr((x_i - \mu_i)^T \Sigma_i^{-1} (x_i - \mu_i) \leq F^{-1}(1 - \alpha)) \leq \sum_{i=1}^{B} \alpha = \Delta \quad i = 1, \ldots, B
\]

(12)

According to the discussion above, the probabilistic collision avoidance can be satisfied on condition that the planned paths of the vehicles system don’t intersect with the risk domain of the \(B\) obstacles at the risk level \(\alpha\) satisfying probability inequality \(B\alpha \leq \Delta\).

So far we only considered the scenario where only obstacle uncertainty exists. Through introducing the notion of relative uncertainty which combines both model uncertainty and environmental obstacle uncertainty, the risk domain theory can also be smoothly extended to work for scenarios where both two forms of uncertainty exist.

Suppose that a random variable

\[
X \sim N((\mu_1, \mu_2)^T, \begin{bmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} & \sigma_{22} \end{bmatrix})
\]

(13)
denotes the center location of the vehicle, and another random variable

\[ Y \sim N((v_1, v_2)^T, \begin{bmatrix} \tau_{11} & \tau_{12} \\ \tau_{21} & \tau_{22} \end{bmatrix}) \]  

(14)
denotes the center location of the environmental obstacle. Then we can find that a relative random variable \( Z = (X - Y) \) obeys a new Gaussian distribution, that is

\[ Z \sim N(\mu, \Sigma) \]

\[ \sim N(E(X - Y), \text{var}(X - Y)) \]

(15)
where the expectation and covariance of \( Z = (X - Y) \) are represented by

\[ \mu = E(X - Y) \]

\[ = E(X) - E(Y) \]

\[ = (\mu_1 - v_1, \mu_2 - v_2)^T \]

\[ \Sigma = \text{var}(X - Y) \]

\[ = \text{var}(X) + \text{var}(Y) - 2\rho \sqrt{\text{var}(X) \text{var}(Y)} \]

\[ = \begin{bmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} & \sigma_{22} \end{bmatrix} + \begin{bmatrix} \tau_{11} & \tau_{12} \\ \tau_{21} & \tau_{22} \end{bmatrix} - 2 \rho \sqrt{\begin{bmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} & \sigma_{22} \end{bmatrix} \begin{bmatrix} \tau_{11} & \tau_{12} \\ \tau_{21} & \tau_{22} \end{bmatrix}} \]

(16)
and \( \rho \) represents the correlation coefficient between the vehicle model and the environmental obstacle.

Likewise, the risk domain for the relative position \( Z \) between the \( i \)th obstacle center and the vehicle at time step \( t \) is

\[ (Z - \mu)\Sigma^{-1}(Z - \mu) = F^{-1}(1 - \alpha) \]

(17)
which is also a circle or an ellipse.

![Fig. 1 Illustration of relative uncertainty transformation](image)

According to the risk domain theory formulated above, we can also establish a risk domain for the relative random variable \( Z = (X - Y) \), which is also a circle or an ellipse. To check whether the vehicle would collide with the environmental obstacle, it’s only required to check the relative position between the origin \((0, 0)\) and the risk domain represented by a circle or an ellipse, as shown in Fig. 1. If the origin falls inside the risk domain, the probability of collision exceeds the prescribed risk bound

\[ \Pr(\text{collision}) \]

\[ \leq \Pr((Z - \mu)^T\Sigma^{-1}(Z - \mu) > F^{-1}(1 - \alpha)) \]

\[ \leq \alpha \]

(18)
Through the discussion of relative Gaussian uncertainty, we successfully transform both two forms of uncertainty into one common uncertainty, instead of dealing with two different forms of uncertainty independently.
IV. Chance Constrained RRT* Algorithm

In this section, the chance constrained RRT* algorithm (CC-RRT*) is developed as an extension of the standard RRT* algorithm by incorporating the chance constraints formulated in last section to handle uncertainties.

RRT* algorithm is a sampling-based motion planning algorithm intended for the efficient search for high dimensional space. Karaman et al. proved that for sampling-based motion planning algorithms, as the sampling points of RRT algorithm tend to infinity, the probability of its convergence to the optimal solution becomes zero[20]. Alternatively, they proposed RRT* algorithm which ensures the asymptotic optimality on the basis of the original RRT algorithm. This algorithm improves the way of parent node selection, and introduces the notion of cost function to select the node as the parent node which has the minimum cost within the neighborhood of the node extended. At the same time, nodes in the existing tree will be reconnected after each iteration, so as to ensure the computational complexity and asymptotic optimality.

Based on that, the chance constrained RRT* algorithm is considered as an extension of standard RRT* algorithm in the sense that it applies trajectory-wise constraints checking, allowing for the incorporation of probabilistic constraints. While standard RRT* algorithm grows a tree of states known to be feasible, CC-RRT* algorithm creates a tree of states satisfying probabilistic constraints subject to uncertain obstacles under a certain risk level. Fig. 2 illustrates that the proposed CC-RRT* algorithm grows a tree with the purpose of finding a path (red) which satisfies the probabilistic feasibility, connecting the start and goal points. The model uncertainty of the vehicle at each node is represented as an orange ellipse, and the environmental sensing uncertainty is represented as a grey ellipse. The vehicle’s location at each node is checked against the constraints (grey ellipse). If the orange ellipse intersects with the grey ellipse, it means the probability of collision really exceeds a prescribed value and the current node should be discarded; otherwise, the current node should be reserved and may contribute to growing future paths.

The steps of CC-RRT* planning intended for such a scenario are presented in Algorithm 1. It utilizes the chance constrained formulation developed in last section, which applies a fixed probability bound $\Delta / B$ across all obstacles, lead to deterministic constraints able to be computed at each time step. With the chance constraints formulation, one can determine whether equivalent deterministic constraints are satisfied or not through evaluating the relative position between a sample point $x_{\text{rand}}$ and the corresponding risk domain $D_i$ of obstacle $i$ for all time steps at a given risk level $\alpha$. The sample point $x_{\text{rand}}$ is a node of the CC-RRT* tree that doesn’t violate the risk domain $D_i$. It is guaranteed that each node of the tree satisfies the probability bound of collision with any obstacle $i$ through CC-RRT* planning.

Fig. 2 Diagram of CC-RRT* planning
Algorithm 1 Chance Constrained RRT* Planning

1: vertex $V \leftarrow x_{\text{start}}$; edge $E \leftarrow \emptyset$; iteration step $k \leftarrow 0$
2: while $k < \text{threshold}$ do iteration implementation
3: \hspace{1em} $G \leftarrow (V, E)$ generate a tree
4: \hspace{1em} $x_{\text{rand}} \leftarrow \text{Sample( )}$ take a sample point from the environment
5: \hspace{1em} $x_{\text{nearest}} \leftarrow \text{Nearest}(G, x_{\text{rand}})$ identify the nearest node from the tree
6: \hspace{1em} $x_{\text{new}} \leftarrow \text{Steer}(x_{\text{nearest}}, x_{\text{rand}})$ generate a new node out of the tree
7: \hspace{1em} $p_{\text{new}} \leftarrow \text{Path}(x_{\text{nearest}}, x_{\text{new}})$ generate a new path between two nodes
8: \hspace{1em} if CollisionFree($p_{\text{new}}, D_t$) evaluate the probability of collision
9: \hspace{2em} $V \leftarrow V \cup x_{\text{new}}$ add the new node to the tree
10: \hspace{2em} $E \leftarrow E \cup p_{\text{new}}$ add the new path to the tree
11: \hspace{1em} $x_{\text{min}} \leftarrow x_{\text{nearest}}$
12: \hspace{1em} $C_{\text{near}} \leftarrow \text{Near}(G, x_{\text{new}}, |V|)$
13: \hspace{1em} for all $x_{\text{near}} \in C_{\text{near}}$ do
14: \hspace{2em} if CollisionFree($x_{\text{near}}, x_{\text{new}}$) then
15: \hspace{3em} $c' \leftarrow \text{Cost}(x_{\text{near}}) + \text{Line}(x_{\text{near}}, x_{\text{new}})$
16: \hspace{3em} if $c' < \text{Cost}(x_{\text{new}})$ then
17: \hspace{4em} $x_{\text{min}} \leftarrow x_{\text{near}}$
18: \hspace{3em} $E' \leftarrow E' \cup \{(x_{\text{min}}, x_{\text{new}})\}$
19: \hspace{2em} for all $x_{\text{near}} \in C_{\text{near}} \setminus \{x_{\text{min}}\}$ do
20: \hspace{3em} if CollisionFree($x_{\text{new}}, x_{\text{near}}$) and Cost($x_{\text{near}}$)
21: \hspace{4em} \hspace{1em} > Cost($x_{\text{new}}$) + Line($x_{\text{new}}, x_{\text{near}}$) then
22: \hspace{5em} $x_{\text{parent}} \leftarrow \text{Parent}(x_{\text{near}})$
23: \hspace{4em} $E' \leftarrow E' \setminus \{(x_{\text{parent}}, x_{\text{near}})\}$
24: \hspace{5em} $E' \leftarrow E' \setminus \{(x_{\text{new}}, x_{\text{near}})\}$
25: \hspace{3em} if $|x_{\text{new}} - x_{\text{goal}}| < \delta$ check the proximity to the goal point
26: \hspace{4em} \textbf{break} find a path feasible
27: \hspace{2em} \textbf{end if}
28: \hspace{1em} \textbf{end if}
29: \hspace{1em} $k \leftarrow k + 1$ iteration step increases
30: \hspace{1em} \textbf{end while}

V. Simulation Results

In this section, several simulation cases are performed to verify the probabilistic feasibility of the proposed CC-RRT* algorithm using a single UAV.

All the obstacles in this section are assumed to be uncertain. The static obstacle is centered at $X_{\text{obs}} = (x, y) \sim N(\mu_{\text{obs}}, \Sigma_{\text{obs}})$ with $\Sigma_{\text{obs}} = \begin{bmatrix} 0.0 & 0.3 \\ 0.3 & 0.5 \end{bmatrix}$. The position of the UAV is set to be $X_{\text{nav}} = (x, y) \sim N(\mu_{\text{nav}}, \Sigma_{\text{nav}})$ with $\Sigma_{\text{nav}} = \begin{bmatrix} 0.5 & 0.0 \\ 0.0 & 0.5 \end{bmatrix}$. The UAV’s position is time-varying and determined by the nodes of path planned by the CC-RRT* at each time step $t$.

For a given risk level $\alpha$ in each case, the simulation is divided into two steps:

1. Planning with Algorithm 1

We first formulate chance constraints for every obstacle $i$ at every time step $t$ at the given risk level $\alpha$. Then we run CC-RRT* algorithm 1 to find a path with the desired probabilistic feasibility for the UAV.
2. Validation with Random Trials

Given a planned path, we generate random points from the associated distribution, which represent the realization of each obstacle \( i \) and the UAV at every time step \( t \). Then we check whether the planned path under the given risk level \( \alpha \) for the UAV given in step 1 collides with each realized obstacle \( i \) whose center location is generated randomly. Finally, we perform random trials for 100 times for each risk level \( \alpha \) under the current case. Count the number of collision occurrence.

A. Case 1: Single Static Uncertain Obstacle + Deterministic UAV

In this case, a static obstacle whose center location obeys a Gaussian distribution is discussed. Fig. 3a shows a sample path generated by standard RRT* without considering chance constraints, while Fig. 3b-3c demonstrate sample paths generated by CC-RRT* at \( \alpha = 0.05 \). The red line indicates the planned path, the blue circle or ellipse indicates risk bound of the static obstacle, and the yellow circle indicates the realized position of the static obstacle in a random trial. Tab. 1 illustrates that compared with standard RRT* which doesn’t consider chance constraints, the proposed CC-RRT* effectively identifies a probabilistically feasible path for the vehicle in the presence of a static, uncertain obstacle. This path can ensure that the probability of collision with the static obstacle at any time step \( t \) does not exceed \( \alpha \).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( \alpha )</th>
<th>Avg. Chance of Collision</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRT*</td>
<td>N/A</td>
<td>61%</td>
</tr>
<tr>
<td>CC-RRT*</td>
<td>0.20</td>
<td>8%</td>
</tr>
<tr>
<td>CC-RRT*</td>
<td>0.10</td>
<td>3%</td>
</tr>
<tr>
<td>CC-RRT*</td>
<td>0.05</td>
<td>2%</td>
</tr>
</tbody>
</table>

B. Case 2: Single Static Uncertain Obstacle + Uncertain UAV

In this case, the positions of a static obstacle and a UAV are both considered as uncertain, where the center locations obey the pre-defined Gaussian distributions. Fig. 4a shows a sample path generated by standard RRT* without considering chance constraints, while Fig. 4b-4c depict paths generated by CC-RRT* at risk level \( \alpha = 0.05 \). Here, the red ellipse indicates the risk domain of the vehicle due to its model uncertainty, others are the same with Case 1. The transformation of relative uncertainty is applied to convert both risk domains of the vehicle and the static obstacle into a common relative risk domain. The simulation results under different risk levels are summarized in Tab. 2, which illustrates that the proposed CC-RRT* can effectively identify a probabilistically feasible path for the vehicle in the presence of both model uncertainty and static environmental sensing uncertainty.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( \alpha )</th>
<th>Avg. Chance of Collision</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRT*</td>
<td>N/A</td>
<td>57%</td>
</tr>
<tr>
<td>CC-RRT*</td>
<td>0.20</td>
<td>7%</td>
</tr>
<tr>
<td>CC-RRT*</td>
<td>0.10</td>
<td>3%</td>
</tr>
<tr>
<td>CC-RRT*</td>
<td>0.05</td>
<td>1%</td>
</tr>
</tbody>
</table>

C. Case 3: Multiple Static Uncertain Obstacles + Uncertain UAV

In this case, three static uncertain obstacles whose centers location obey Gaussian distributions are discussed. Fig. 5a shows the tree generated by CC-RRT*. Fig. 5b depicts paths generated by CC-RRT* at risk level \( \alpha = 0.05 \). What those different colors indicate are the same with Case 2. The simulation results under different risk levels are
Fig. 3  Single Static Uncertain Obstacle + Deterministic UAV
Fig. 4  Single Static Uncertain Obstacle + Uncertain UAV
summarized in Tab. 3, which illustrates that the proposed CC-RRT* can effectively identify a probabilistically feasible path for the vehicle in the presence of both model uncertainty and multiple static uncertain obstacles.

### Table 3  Case 3 Simulation Results

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$\alpha$</th>
<th>Avg. Chance of Collision</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRT*</td>
<td>N/A</td>
<td>76%</td>
</tr>
<tr>
<td>CC-RRT*</td>
<td>0.20</td>
<td>7%</td>
</tr>
<tr>
<td>CC-RRT*</td>
<td>0.10</td>
<td>4%</td>
</tr>
<tr>
<td>CC-RRT*</td>
<td>0.05</td>
<td>2%</td>
</tr>
</tbody>
</table>

![Fig. 5](image.png)

**Fig. 5  Multiple Static Uncertain Obstacles + Uncertain UAV**

### VI. Conclusions

In this paper, a sampling-based chance constrained RRT* algorithm (CC-RRT*) along with a chance constrained formulation for location uncertainty is presented. Through converting possible regions of obstacles into corresponding risk domains, the probabilistic constraints can be transformed into deterministic ones. Also, by virtue of the introduction of relative uncertainty, this proposed method applies to both model and obstacle uncertainty. Simulation results show that a path for the vehicle satisfying probabilistic feasibility can be identified by the proposed CC-RRT* algorithm with chance constraints formulation.
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